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Collision, or intersection, detection is an important geometric operation with a large number of applications in graphics, CAD and virtual reality including: [map overlay operations](https://en.wikipedia.org/wiki/Map_Overlay_and_Statistical_System), [constructive solid geometry](https://en.wikipedia.org/wiki/Constructive_solid_geometry), [physics simulation](https://en.wikipedia.org/wiki/Collision_detection), and [label placement](https://en.wikipedia.org/wiki/Automatic_label_placement).  It is common to make a distinction between two types of collision detection:

* **Narrow phase**:  Test if **2** objects intersect
* **Broad phase**: Find all pairs of intersections in a set of **n** objects

In this series, I want to focus on the latter (broad phase), though first I want to spend a bit of time surveying the bigger picture and explaining the significance of the problem and some various approaches.

Narrow phase

The approach to narrow phase collision detection that one adopts depends on the types of shapes involved:

Constant complexity shapes

While it is true that for simple shapes (like triangles, boxes or spheres) pairwise intersection detection is a constant time operation, because it is frequently used in realtime applications (like VR, robotics or games) an enormous amount of work has been spent on optimizing.  The book “Realtime Collision Detection” by Christer Ericson has a large collection of carefully written subroutines for intersection tests between various shapes which exploit SIMD arithmetic,

C. Ericson, (2004) “[Realtime Collision Detection](http://www.amazon.com/exec/obidos/tg/detail/-/1558607323?tag=0fpsnet-20)“

There is also a [table of various collision detection predicates collected from different sources at realtimerendering.com](http://www.realtimerendering.com/intersections.html).

Convex polytopes

For more complicated shapes (that is shapes with a description length longer than ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwklEQVQYGU2PvQ7BUBTHf6SIVhm8QBN2dLIaOjY8QrEYRWLTxGSuxWwxWJp6A7NJLBILqxcwO/f2Dj3J/X/dk3PPBVN2pISnIK+5phy1vEMKlUhM2Q8i7D6nN1Qlr+3ggJvBWG63cBY5pC5GBU+cm9CIhQk6uInIAbEJQkoTkV9CE6RMPXDaheBylNevagc9NKAhHZtlYaiVYP+gJR09OS+Iu76IZsZ6/9CLiZOyPE1qdVMfzfpzebLSNMuNQitS6PEH+YQjyumn46QAAAAASUVORK5CYII=)) detecting intersections becomes algorithmically interesting.  One important class of objects are [convex polytopes](https://en.wikipedia.org/wiki/Convex_polytope), which have the property that between any pair of points in the shape the straight line segment connecting them is also contained in the shape.  There are two basic ways to describe a convex polytope:

* **V-Polytope:**As the set of all [convex combinations](https://en.wikipedia.org/wiki/Convex_combination) of a finite set of points and possibly infinite direction vectors (aka 1D cones)
* **H-Polytope:**As the intersection of a finite set of [closed linear half spaces](https://en.wikipedia.org/wiki/Half-space_%28geometry%29).

These two representations are equivalent in their descriptive power (though proving this is a bit tricky).  The process of converting a V-polytope into an H-polytope is called taking the “[convex hull](https://en.wikipedia.org/wiki/Convex_hull_algorithms)” of the points, and the dual algorithm of converting an H-polytope into a V-polytope is called “[vertex enumeration](https://en.wikipedia.org/wiki/Vertex_enumeration_problem).”

The problem of testing if two convex polytopes intersect is a special case of [linear programming feasibility](https://en.wikipedia.org/wiki/Linear_programming).  This is pretty easy to see for H-polytopes; suppose that:
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Where,

* ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///8zMzOgoKC7u7vj4+ORkZFbW1utra12dnaEhIQ/Pz/IyMjy8vJpaWnW1tZrLd5HAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==) is a n-by-d matrix
* ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAALBAMAAABBvoqbAAAALVBMVEX///8zMzPIyMhbW1uRkZHy8vK7u7tOTk6EhIR2dnagoKDW1tZpaWnj4+Otra005E3wAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAOUlEQVQIHWNgMmYAAhcQYQTErAJAgq0sI4CBYwLXAgb2DSwTGAIZeBYwbGYIvMAQw9DFwMD3LoEBALrcCZWGJks1AAAAAElFTkSuQmCC) is a n-dimensional vector
* ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAKlBMVEX///8zMzOtra2EhISgoKDy8vLIyMjW1tZbW1u7u7uRkZE/Pz/j4+NOTk4zdAC8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAUElEQVQIHWNgYGAycQlLYGBg72RgWMjAwJB9gIGhgoGBdSeQHcXAwHwBSLMyMDAuANJAcHAChGYsAAoD2bwKDAwsQCH2rQwMqiCpw4s0gSQAIIALjRs48MUAAAAASUVORK5CYII=) is a m-by-d matrix
* ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==) is a m-dimensional vector

Then the region ![S \cap T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAMBAMAAAANL4lAAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAr0lEQVQYGWNgYFB2Nk1ggIGqzxs/1zkwMLAWMHQqMDBw/N79AyhVwGDHwHOAgYGrgYEbyNUNYIhWYOBRYLjOwNPAwMDYwMADFN0BxBsYWBkYZBiYgEzexwpAEigCwTwSIB4Dg5VkAJCEifIvAIkBAf8DIAET5foAEmJqYOCYgCTKeAAkyt8AchtC7UGQIAOXA0N3A5CGmfALJMjAHOxsAaKhouZyX0E8GFAAMkAYDACzhyWmicd3cgAAAABJRU5ErkJggg==) is equivalent to the [feasible region](https://en.wikipedia.org/wiki/Feasible_region) of a system of ![n + m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAMBAMAAADrBkIEAAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7ugoKDy8vJbW1vj4+N2dnZOTk4/Pz+EhITIyMhpaWmQe1ptAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAiElEQVQYGWNggAFWGAOV5kXlwnhECTOZhKaBNUBUg7ilURMY3DMKGJGEQdwA5gSGCYsYvIHCq1atXrVKgQHEncPAH8DAcJwhF0k1kKvLwFPAwLKBYUs5SBxiNpD7lSGek4HtAucBoGaYMNsFBnGGS6UMXA8YrjoghLkecH5gCFMACUAAM4wBogFvtxyuB7r7CAAAAABJRU5ErkJggg==) linear inequalities in ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==) variables:

![A x \leq b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADMAAAAOBAMAAABwazlqAAAAMFBMVEX///8zMzOgoKC7u7vj4+ORkZFbW1utra12dnaEhIQ/Pz/IyMjy8vJpaWnW1tZOTk5ValgOAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA0UlEQVQYGWNgAAJlEAEHJkAWdxqEyyIEFwYyagtAvFCIEGsqhAaTugZgKhsiVNIBl+KJ3QBm8wiAKRaFaQwMxvMqgYI8Mx5AVDF/tjwAZHEyaDEwM8xgBYoy5UFkGDgbmBSATGsGQwYWBojhR7shcvwPWBuAhlxSmniAgQFiOMOhy2C5gwy8CgwMrAcYHB8wcCewgMUY2MFyzxgOOoDMY2Dc8JRjAjNEioH5CpBxlmESA4OnOANLYPbOLZMLoFJgir3cAJmLn80+Ewim4FcDkgUAvTcn8fCPnCAAAAAASUVORK5CYII=)

![C x \leq d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAOBAMAAAB9dUktAAAAMFBMVEX///8zMzOtra2EhISgoKDy8vLIyMjW1tZbW1u7u7uRkZE/Pz/j4+NOTk52dnZpaWk8UOPhAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA3UlEQVQYGWNgYGAycQlLYEAAzgNg9sIJDAzsnQwMCxEyDEyfIBzGAAaGbKCyCoQcy08oO4OBgXUnkB0Fl4v6BmOuYmBgvgDksDJwTi4yAzKCn0OlTs1sY2BgXADmTWB+sBzI8CiAyPG0sgswMBycAOYd4EgA0azrwBQDhwLnB6A+oEpWoDwjSArI9AerDQxgdmBg4FVgYGABCmYwHACSQKAPksxl4K0Bem8rA4MqA/uCxwxgDUDx+QcYGM4yJDIBmYcXaTIwsJkdngRkwwGLZvF0OIcIhrIxEBwgQiEAAnQrLm71BHsAAAAASUVORK5CYII=)

If this system has a solution (that is it is feasible), then there is a common point ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///8zMzO7u7uEhITW1tatra3IyMh2dnaRkZHj4+NbW1vh9GXNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC) in the interior of both sets which satisfies the above equations.  The case for V-polytopes is similar, and leads to a transposed system of ![n + m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAMBAMAAADrBkIEAAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7ugoKDy8vJbW1vj4+N2dnZOTk4/Pz+EhITIyMhpaWmQe1ptAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAiElEQVQYGWNggAFWGAOV5kXlwnhECTOZhKaBNUBUg7ilURMY3DMKGJGEQdwA5gSGCYsYvIHCq1atXrVKgQHEncPAH8DAcJwhF0k1kKvLwFPAwLKBYUs5SBxiNpD7lSGek4HtAucBoGaYMNsFBnGGS6UMXA8YrjoghLkecH5gCFMACUAAM4wBogFvtxyuB7r7CAAAAABJRU5ErkJggg==) variables in ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==) constraints (that is, it is the [asymmetric dual of the above linear program](https://en.wikipedia.org/wiki/Linear_programming#Duality)).

Linear programs are a special case of [LP-type problems](https://en.wikipedia.org/wiki/LP-type_problem), and for low dimensions can be solved linear time in the number of half spaces or variables. (For those curious about the details, here are [some](https://www.youtube.com/watch?v=heCf2d0fBsc&list=PLESnaHRvLM-72xIXf8dL2EOqN8UgAZMj7&index=7) [lectures](https://www.youtube.com/watch?v=0Y0aRRjvRZs&list=PLESnaHRvLM-72xIXf8dL2EOqN8UgAZMj7&index=8)).  For example, using Seidel’s algorithm testing the feasibility of the above system takes ![O(d! (n + m))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAASBAMAAADLUc9JAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABq0lEQVQoFV2TP0zbYBDFfwmOAw42lWDL4qFLB6QkLF1Q01L+DS2pVJXVVZcO/EmZQAWJoWLOVLbKUiUkFjASW1WJGRYL2LqgbFWlKOrQuXexP2JzetK9u/d8n0/+DGk4gWFHhuRzEQT38cEwu2ZYPks/K8UDdRncvG1YvQOBnNKYD3B0amnqDXwfOmhmOOsoKB/AV9xIpWodfmU8yaFpYxQEHIvzKWPadPpPoJPKmnJ+t42gcin953xUudQ6xd5XlkbOX6whcHVenT2w366E25RjiqsvZ5IHBn4tz18HWLGi0BLpN69gM/rEhrY+P4sKGb+WzVIN507x3ofKpPr/ssRP9QdddsTv9Xrfel20XGO0mfrPQnnvC06oVLmhpF2umBW/RPL+V0wzHmG1FOM+7LZlX6fDYWDrvmVhP4Z+Kb+wZOuyAquD8w8msDvOI1/W7jMS2xcyRWIwfySmyvU5bqhg73FDFC+isXjblvvwBy/ktq32xO+Fcuacrx9LkIblG/bCEMmtDDf3IW3dGckz5GE29y3pbxm57BuWz7aP4D6swNAFQ/K5OPhf/gMFh157iuWlZgAAAABJRU5ErkJggg==) time, which for fixed dimension is just ![O(n + m)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAASBAMAAAAQ6mVrAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABKUlEQVQoFXWRPUvDQBjHf41pYtOkCvoBDqqTS+0kSKGixUkQ/AJRFwcHEZeihQzi3MnZ1UUifoHOdckmODkJ7ZDRxcUnL+Uugzfkfv+Xe3JwUC4vXFB1V1qea6yQ4SeVQIt6KGx1ByFeR7u2RnDkrPsAjwSx9gONQhE8S7hDw7CrlQ+aUwn3uPi30iYYS7jNCDZv9jt5sZgicvfgG46oHYs9E3DfflnVlUyucwIvnCporknFaSk3m5imszRVmXQm3GeV1yeoTwTw46VEKlD8yI+thHcY4Cu4u8quO6RxG+vKkOW+HYW0scd4P7ACPS6trFFO6VGLg60+nzDa6IrdipkTHBqVuUy2JYpyTz62WpBcTWPxAKX+Mn2D82cs9LVhm3imhR1qNknxBx4EN+AiSZk8AAAAAElFTkSuQmCC). The dependence on ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==) can be improved using more advanced techniques like Clarkson’s algorithm.

Preprocessing

If we are willing to preprocess the polytopes, it is possible to do exponentially better than ![O(n + m)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAASBAMAAAAQ6mVrAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABKUlEQVQoFXWRPUvDQBjHf41pYtOkCvoBDqqTS+0kSKGixUkQ/AJRFwcHEZeihQzi3MnZ1UUifoHOdckmODkJ7ZDRxcUnL+Uugzfkfv+Xe3JwUC4vXFB1V1qea6yQ4SeVQIt6KGx1ByFeR7u2RnDkrPsAjwSx9gONQhE8S7hDw7CrlQ+aUwn3uPi30iYYS7jNCDZv9jt5sZgicvfgG46oHYs9E3DfflnVlUyucwIvnCporknFaSk3m5imszRVmXQm3GeV1yeoTwTw46VEKlD8yI+thHcY4Cu4u8quO6RxG+vKkOW+HYW0scd4P7ACPS6trFFO6VGLg60+nzDa6IrdipkTHBqVuUy2JYpyTz62WpBcTWPxAKX+Mn2D82cs9LVhm3imhR1qNknxBx4EN+AiSZk8AAAAAElFTkSuQmCC).  In 2D, the problem of testing intersection between a pair of polygons reduces to calculating a pair of tangent lines between the polygons.  There is[a well known algorithm for solving this in [![O(\log(n))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAASBAMAAADyNn4SAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABaklEQVQoFU2SPUjDQBiGn6Yx0dS0iJNbKHa2VgdBxN+6FUoHHVwiLg4WilvRgi7OHUTXgiC4SFwK4tJZlyA6uRTBQVw6CTr5XXKt/Xjh3vfy3OVL7kCX4/edGq+jYIBoUHu0Bx4rH3kZtItiaP/8I662WyCSvQpFHydP/R+50rYKIuwzuMANhpE3jYyCiJsAFhhjGGlqxK0hSj1KXGU/QubXsZ4rJetEI0YekatWzNJQSLplnWRa95YdYmxvzIEZKiXKgnxSUsgB/I7XEr5MHy0HCXC6SrsepCZjZAY+XK+uVvrvqrcYuWvBSIdbtYtCzOyiesITS/KistK47HJci9s9hvMkIO3aTS4fVK8is4nzDRkBSa/YPdcXpkcytDoebkuJxnRBJtOBfbpDJYczMRXyJR/HS039N5Eu09Om4bdfWdOhGh+ATl09ZqFIWof+McbxUM8ahVwe24uS5SEalOkPrJjNKBjRlfoDxCRPP4PIl5wAAAAASUVORK5CYII=)](http://geomalgorithms.com/a15-_tangents.html) time by binary search](http://geomalgorithms.com/a15-_tangents.html) (assuming that the vertices/faces of the polygon are stored in an ordered array, which is almost always the case).

The 3D case is a bit trickier, but it can be solved in ![O(\log^3(n))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAATBAMAAADFf4Z9AAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABi0lEQVQoFW2SP2gTURzHP/nTO3LJJYqT26MxozQGB0GEail2CUhXl6tZOnQIpUtoC3FxzhCcA04ucqUl4KSTgy6hUAKdsji0U6eC7dLf7713NUO+fHnv9/u8L3fv3jtYoPwbs4AqipL/Cz94cA8MiDN1GGcl5WgGHdfK5CvtJ+E/h3XcSAW4dilBDPnWekLUpOewjuU/CqyCCWLCT/CZOJ1PMVTg1AfxV2lfUGIu9ZRfCpymMKX8W5rXbNvU8zWC0832yRejwKkOdeKBNM841FR1FPRro++BLgto7K01oa3OvRN0oXWPHbipdHOJptqEx7d6bt/UW0Y+6ZFLrcDf2LhvbRNUTSgvsqmjESz91LqHporLL+VJdrGSFiawrq4YOOi63R/AsGAzOFDaT2Xr4uKA6BpqkqW6Gl7FiYsJeMVOHs6tD5+0hFfT8ON7NhtEDx/LaxRwSfzWHmlfgapo7CQnkIzP5oG/Ib868/Oy3a80HshVizPt+iLfajRt6cEHEGcqJlnlZw+M/oV3lXhV97Ur3TsAAAAASUVORK5CYII=) using a more sophisticated data structure,

B. Chazelle, D. Dobkin. (1988) “[Intersection of convex objects in two and three dimensions](http://citeseerx.ist.psu.edu/viewdoc/download;jsessionid=A8E46240279E48B7EB83BEC31D46B7BB?doi=10.1.1.126.7622&rep=rep1&type=pdf)”  Journal of the ACM

For interactive applications like physics simulations, another important technique is to reuse previous closest points in calculating distances (similar to using a warm restart in the simplex method for linear programming).  This ideas were first applied to collision detection in the now famous Lin-Canny method:

M. Lin, J. Canny, (1991) “[A fast algorithm for incremental distance calculation](http://web.stanford.edu/class/cs277/resources/papers/Lin1991.pdf)” ICRA

For “temporally coherent” collision tests (that is repeatedly solved problems where the shapes involved do not change much) the complexity of this method is practically constant.  However, because it relies on a good initial guess, the performance of the Lin-Canny method can be somewhat poor if the objects move rapidly.  More recent techniques like [H-walk](ftp://cs.stanford.edu/cs/robotics/dyhsu/papers/socg99.pdf) improve on this idea by combining it with fast data structures for linear programming queries, such as the Dobkin-Kirkpatrick hierarchy to get more robust performance:

L. Guibas, D. Hsu, L. Zhang. (1999) “[H-Walk: Hierarchical distance computation for moving bodies](ftp://cs.stanford.edu/cs/robotics/dyhsu/papers/socg99.pdf)” SoCG

Algebraic and semialgebraic sets

Outside of convex polytopes, the situation for resolving narrow phase collisions efficiently and exactly becomes pretty hopeless.  For [algebraic sets](https://en.wikipedia.org/wiki/Algebraic_variety) like [NURBS](https://en.wikipedia.org/wiki/Non-uniform_rational_B-spline) or [subdivision surfaces](https://en.wikipedia.org/wiki/Subdivision_surface), the fastest known methods all reduce to some form of approximate root finding (usually via bisection or Newton’s method).  Exact techniques like [Grobner basis](https://en.wikipedia.org/wiki/Gr%C3%B6bner_basis) are typically impractical or prohibitively expensive.  In constructive solid geometry working with [semialgebraic sets](https://en.wikipedia.org/wiki/Semialgebraic_set), it is even worse where one must often resort to general nonlinear optimization, or in the most extreme cases fully symbolic [Tarski-Seidenberg quantifier elimination](https://en.wikipedia.org/wiki/Tarski%E2%80%93Seidenberg_theorem) (like the [cylindrical algebraic decomposition](https://en.wikipedia.org/wiki/Cylindrical_algebraic_decomposition)).

Measure theoretic methods

I guess I can say a few words about some of my own small contributions here.  An alternative to computing the distance between two shapes for testing separation is to compute the volume of their intersection, ![\mu(S \cap T)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD4AAAASBAMAAADxgXA6AAAAMFBMVEX///8zMzPy8vJOTk6RkZGtra27u7tpaWnW1taEhISgoKA/Pz/j4+N2dnZbW1vIyMhqlETIAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABL0lEQVQoFW2RMUjDUBCGv8Zoo8REdHTwiaMInZ3ESQpK5kwdFBEcurplFoSgizio6KIO0rFjliJ0ioKj0MW94iaK3kteagI9uPvvvy8c771AHt9GqxIU1r0uuor2CzddNFW1E+O/RPvhXctYuGw+N88CNzaDU3BiVhOwtt82ZRhziz+kbXgDPMWsuKeIkwQ/4QhfcZ5zV76rKXxxL5IpDizhQggr2IHspr6eCBKWpz+v3QHsMxFNCedxMZJacHsghh+4YJmMYzdK3NswvCsb/BRXYXVKvDbUfBd3jldLzmcrfcP//R8ay/kmO1a3xQAvYE3JJDW5IwpX1N9/w5bcauY4vNETw+8XtrRrU1Mi7OmSRSJVZxbyvp9Zo19uTMj/ecjGTjCGQm80PRx15SbgD6jrRwxpAp//AAAAAElFTkSuQmCC).  If this volume is ![>0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAMBAMAAACKHmBGAAAAKlBMVEX///8zMzPIyMigoKDj4+OEhISRkZHy8vKtra12dna7u7tOTk7W1tY/Pz+xoA5/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaUlEQVQIHWNggIGOZhiLgYHDgCsBzuN2YLjAoAzlFjIwyDCwhDmAuQcZGG4xMLCnKoB4igwMO0B05wIkDsPqAgYGiDIGhqMpQJnCAqABDAya5kCCAWi0AFQH0NIEDgMG1QMgcSCwamMAANB3Ehpua5VDAAAAAElFTkSuQmCC), then the shapes collide.  One way to compute this volume is to rewrite it as an integral.  Let ![1_S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPBAMAAADJ+Ih5AAAAKlBMVEX///8zMzPIyMh2dnaRkZGEhIRbW1u7u7utra3W1tZOTk7y8vI/Pz+goKDoRwklAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQIHWNgUGaAAJUwKIOhjFRGe0UBA0gX6wbWDWAGFwMT0Iw2oMhRBQaGKQsjGBjmnoSYOoGhHcIIYIgGM5hudExgAADt9Q9KyMyBKAAAAABJRU5ErkJggg==) denote the [indicator function of [![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAALBAMAAABbgmoVAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATElEQVQIHWNgYFB2Nk1gYGAtYOhUYGDgamDgZmBgYGxg4AFSvI+BQkBgJRkApvkfMDAwNTBwTGBg4G8AaWHgcmDobmBgYA52tmBgAABzOgoiSWyFogAAAABJRU5ErkJggg==)](https://en.wikipedia.org/wiki/Indicator_function)](https://en.wikipedia.org/wiki/Indicator_function), then

![\mu(S \cap T) = \int \limits_{\mathbb{R}^d} 1_S(x) 1_T(x) dx](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMQAAAAfBAMAAABKcX+0AAAAMFBMVEX///8zMzPy8vJOTk6RkZGtra27u7tpaWnW1taEhISgoKA/Pz/j4+N2dnZbW1vIyMhqlETIAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADY0lEQVRIDeVUT0gUYRT/ue6Mu8vszmIURYcmAi9S7DGigxiIicYcskwiljB1I8JrtwnyUBAthiJGuRRBfyA8hce5hCgVm+ShQNiLBF3aqA6Ja733vpnd2d0QyfbUW773//d+337zzQBKNjxbbezqsC4yXU5pVXk1qR5p5Kra/GDJd3wb6sr5LltVrwJ7QR0S0SCw4ofdii9e/HWSrJn30lllewMpb1IdEuvUuzT4JO1BgQc973ru2oY3o5xuZ888WVAJM6fsYiUlkygryPAeVRc9AUSyaHeBUN9qJ6WyeASziLFAD7ubEusFMYhayrYAfgo0SUSQrV7AJgUkLMTJW3Bw24Xp4hpMC9OBHnbPSuzPa/aqUadCQZNEGGkWlM/aIM4mCya5y7TyiAAHYACDFAWlTwKfYsErabkyBU8SYWS4Q/mHELbpkNByzOVE3lum/MkMpwLyXnyf4iYdUGZ8Fnq2TMGThqfPFZGB0XW1KGWMoNmhHuDFfoe0TxEuUIASrfgqyQpHwGfRPgVtIB3Nd/MN81PMhvthh5BvreuqjBkc5G2QhFOkfIpEB6eYIigvJeB52vAZ2incRJHOXCiO9O++4NIkA1+oq4Q12r2UMU8e9RgWQnNU8imaCAoMsQrIXvGZYoJ+vIEmWnoH/4uLRkrnSUCS1lColXYvZSOJlRA9pLDF17ZC8ZV89bgDB2WoW8gUKRTBj3sTLjR53I6WjcjFMQt8UcwUjrqqPBeaT6OAhI3DFkF4F7xO0QJmRZeVyfujQyoA96iUQKTjA9KIFiUVtalWwI14ViekkTKTA1JuWfs1mKarGrs1+JDhHsXTXd0cjbGqiJ5iP3Jin43Icwdxy5xdvESXUaWaXSou4+fGFHGN4fHo1B0pN1mUB/V54pLlJVL7AdHKlBFoaeg0imVRGfm6eJOCyG9S5vf6D1L7MYtl/aaofD3yKuxVZoSNNymIfCbliLcf1VvWr8qecqI5P7HeP0DuuISGAmufihR6k2qRVLkizbWqhrgz4VZ36BJrVUk1qQZZ1bFVcPz7VtV/Umtz/smY/2JIKNXIv1ma+Wipt79hLJqt23om17D5NFizNftNzGksRVvuR9xtKMXpFcQyf/vabmtn2vnL2+rbQZNmj6Z3AN8OtDQZm9xOX23Pb14n3idVio2wAAAAAElFTkSuQmCC)

This integral is essentially a dot product.  If we perform an expansion of ![1_S, 1_T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAPBAMAAABkeZDQAAAAMFBMVEX///8zMzPIyMh2dnaRkZGEhIRbW1u7u7utra3W1tZOTk7y8vI/Pz+goKDj4+NpaWm2uHWDAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAk0lEQVQYGWNgUGZAABhbJQwhhmCXIQQZ4Gw4AygJZ8MZ5Au2VxSArStj4M5o7MgDG866gXUDVJB9wysGoAKgRVwMTGAxIJuToZVhAgNDGwMD61EFBr4GoDiQzRABxFMWAsm5Jxk4pKHsdUBBEJjA0M7A8A7C5j4AoRkCGKIZQMaDAPsHCM10o2MCA7cChNP2iYEBANS2IT260modAAAAAElFTkSuQmCC) in some basis, (for example, as Fourier waves), then we can use that to approximate this volume.  If we do this expansion carefully, then with enough work we can show that the resulting approximation preserves something of the original geometry.  For more details, here is a paper I wrote:

M. Lysenko, (2013) “[Fourier Collision Detection](http://intl-ijr.sagepub.com/content/early/2013/02/19/0278364913477165)” International Journal of Robotics Research

The advantage to this type of approach to collision detection is that it can support any sort of geometry, no matter how complicated. This is because the cost of the testing intersections scales with the accuracy of the collision test in a predictable, well-defined way.  The disadvantage though is that at high accuracies it is slower than other exact techniques.  Whether it is worthwhile or not depends on the desired accuracy, the types of shapes involved and if additional information like a separating axis is needed and so on.

Broad phase

Given a fast narrow phase collision test, we can solve the broad phase collision detection problem for ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8zMzOtra2RkZHW1ta7u7ugoKDy8vJbW1vj4+N2dnZOTk4/Pz+EhITIyMgzP+UnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAM0lEQVQIHWNgMglNY2BwzyhgZGCYsIjBm4GB4ThDLgMDywaGLeUMbBc4DygwcD1guOoAAL5iCmCDl3nGAAAAAElFTkSuQmCC) objects in ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAASBAMAAADbMYGVAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA9klEQVQYGT2QvUoDQRRGT5JNht1ko5DWYjDax1Q2giJBCAR8hNU0KSwWsRENpLJOZZ3WJozYWmhrtUVAsLLVB0hj4927k53izvnO3GF+wI8oUdhdYb2RaaxojiuuII2Z1iAL03oiWO0PEqKeStwrDVk3D/BI7ArJL8zgSeIhoXe1BXzS/JB4wsTLoUnpEs8lHjCF/ZvTntl5hxGVc5E/Aublj23tX3JhodkR2Whbk++CJc8LqL8J0HK1TOWAloX7ND/olvDO5bZLMCdawxYccVXVzi+Y7vUF206uHZ+pnGmVEtgN6TN9+C6lfkiRrkt5WRJBsmHLP0KNLbM2CkzWAAAAAElFTkSuQmCC) calls to the underlying test.  As the number of reported collisions could be ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAASBAMAAADbMYGVAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA9klEQVQYGT2QvUoDQRRGT5JNht1ko5DWYjDax1Q2giJBCAR8hNU0KSwWsRENpLJOZZ3WJozYWmhrtUVAsLLVB0hj4927k53izvnO3GF+wI8oUdhdYb2RaaxojiuuII2Z1iAL03oiWO0PEqKeStwrDVk3D/BI7ArJL8zgSeIhoXe1BXzS/JB4wsTLoUnpEs8lHjCF/ZvTntl5hxGVc5E/Aublj23tX3JhodkR2Whbk++CJc8LqL8J0HK1TOWAloX7ND/olvDO5bZLMCdawxYccVXVzi+Y7vUF206uHZ+pnGmVEtgN6TN9+C6lfkiRrkt5WRJBsmHLP0KNLbM2CkzWAAAAAElFTkSuQmCC) in the worst case, this would seem optimal.  However, we can get a sharper picture using a more detailed [output sensitive analysis](https://en.wikipedia.org/wiki/Output-sensitive_algorithm).  To do this, define k to be the number of reported intersections, and let us then analyze the time required to do the collision detection as a function of both n and k.  Using output sensitive analysis, there is also a lower bound of ![\Omega(n \log(n) + k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAASBAMAAABMYCZPAAAAMFBMVEX///8zMzOgoKC7u7uRkZHy8vJOTk52dnZpaWmtra1bW1vj4+PW1taEhITIyMg/Pz/9e8kyAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB8UlEQVQoFW2SsWsUQRSHv7vN7eZud08PbMRm0U4QgjkSggYWOyHCIqSwO7CwUTgQOQIS9k9YzjTpAsFWFqtYBA8kQYPCglhIgkSbCDbX2Fn4Zt/c3UacYt7vfW9+b2ZnB+z4NRGz2M5Lnc2IVTPiR4oaurRMXiuyQZNqQXRo6VHPCgmFyrlKpxmpX+suwA+7OuhZAe1IpW/tskrGUh+ENB7CAL7oEiq2MLEs1aju+UyylHmBtYyelqo21yJOVKitZpqdUIuhlfqploytvhixv/Wi2LOIoQq1HZpkWNrcNChori1exdg22eNVo5d/gq13NyNYrdruBcu5EC81h3QKDq4nNWPzx7RO/3BFasH9l1yEs6pt96OXCPGFLyG2fAM5QNBr7uDFX2XXVXwvk1javMHg0WBD/JdzmaTRXXhOuw+/uTG1rQxNSy4k9QK6ld3au2uSdVkPaRQjPzVf9Xhd5mCMuxBJTa7kEPcgOXclYfTTN1fyoEk7j9ihXvjjDDE95YhjsbWQ7d824ZskMmRfcEdnjiFuJ693Cp7hnfJ5xPtLydx2zPfOE+TTNwlvm59bDrUR3poSWNGSnYPjxn7sZJpNHlc8XTIh4E2ZEc0MJ6av7P9PWWuBba0Zw+078EGTN5bNQoXIif8dTl6S8w0NyvgLZHp8RYlvAkcAAAAASUVORK5CYII=) (for comparison based algorithms) by reduction to the [element uniqueness problem](http://en.wikipedia.org/wiki/Element_distinctness_problem).

Special cases

If we are only allowed to use pairwise intersection tests and know no other property of the shapes, then it is impossible to compute all pairwise intersections any faster than ![O(n^2 + k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAASBAMAAAD/KA5VAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABU0lEQVQoFVVRv0vDQBT+kl4Skzat4KhDEHWOnVyEipSCIHRyjrg4WAjSRbQgDs6ZdJOsLpri6qCrU8D+AZmEKmR0cfHlXZofB3ffj/fl8XIH5MvymKzPFkaOakWfMDd6SlQxiepuqWOmIjb90mN2lJ1qt+/ByuPRKxeEPB8IRrSNW+AOdsQu8M1oS3VDsET7kao7MKWJRsgkz6ySsH00Pwj3cMol4MDgeWTGCMhVXdgZbmMCbI73XWPtncMyo8XjL4gYypDMOQ5hvPxhmQN0yExn4P/ASnDsAM0Vyuhth3tTIk3naUq+skWCMtMQ0N7wBLSiRkweL9nnue8DYoiWA1z52cwXMC+jWubTuvaymUUA6xfoALs4Kx5H9rm3kh7sEJhsdOnjdkS3Zw/yNvnMAWYe36G0hbMoM2qlGpU0KWmd8ZtK67xeKZTuFBTCK3mV0W/8AyW/PZW7LCNRAAAAAElFTkSuQmCC).  However, for special types of shapes in low dimensional spaces substantially faster algorithms are known:

Line segments

For line segments in the plane, it is possible to report all intersections in ![O((n+k) \log(n))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHkAAAASBAMAAACN52zjAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACEklEQVQ4EW1TMWgTURj+klzu2WveRXESl6MYV2N0EEqxWmOnQumgg8uJi0MLh3QJbSA6OGeQdpOAILjoiVAQl866HFonlyAo1ELoJKiL3//e6+U0/fiS+//v/797Pz/vAIcgBjmJ8v/ScyNQLlbuAeQk/Ca1nbFucoAPF5lSBpDH4Bagfo117ULKJCdotTl1U5jDM5H3lI81/jp5Ac9cSFkq6jGwBZ0Kc7gTHlE4wV/B/cX1UJbKC5quYArCHM59loJO/nH3XQ9lcvo902u4D2EO61bSWm4a9+UF+B9Xlvye66FMaum4iC6EjfUF9hLWXc3Wv8PLxB0O/F598NZXGcq3b1yCyGRpmc37WAKp3vzByYK7vpgcIBiKexX4XUtKMR0bV9MSRCbvRsD0aev2w0j16R6N9kcj6qXzTKz7AvBNRx05L/4qW7Tu1wOguouXENbSCucktPl/1U444rKcLW5vZta86wPmjMxKLQI2E7e1DqY20rH7U9CL3dY2gScVVrg1jrf9TmTS6yP4CdQN57Bqb689ezsYzkMP+HqE8+pQx7QfopL5u5HIUumea1EMU+EP6EUmR5P3sRfLnVAP72ClgeDUmQwHXD/2EpFJBy8CmaOaR+Y+2qwb73zGdVdZszfVZUOAPAbmWzD6DNBG6FqOvhKbPgDISfhRrpVbjSaUzSkXKvBi4STsFgv6TRNTJv8Cv+F4G5rFrWIAAAAASUVORK5CYII=) time using a [sweep line algorithm](https://en.wikipedia.org/wiki/Bentley%E2%80%93Ottmann_algorithm).  If ![k \in o( \frac{n^2}{\log(n)} )](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAZBAMAAAC/Xw85AAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABuElEQVQ4EX1SPUvEQBB95r7ixg3aaBtOsVA47KyUK0RbC/UqIVhcI8phYSVyoIgI6lV6aBOsBBGCaGMh4i+4QhtRCIfYCIfgH3D2I4kHMQOZefPe22VnN0BqFKpeqv5H5M7nny4Bcj8mrxXMx0wXeog7Hihs6RorCnkxcWhqfE51uBwLCoU7HbVL1s+UVu+p5lzdRIXVFHx/7Is45Aj2aOFjZlYLGV1t5zW2sjqwo9pbgjrudM3VLlshh3wAnJkjPhFziiy0OzjQeg4nQlFheMDTfrYGmK5itvysM6Zgd+ZlYFCutBdm5FmXwBr/WflTUyzPt+QmhSFknGeadaA7+mE0wIIXi1yWJ638G8e1cCzJhInGytSfDdGqty5MYBl0m+akttyIuk0fayEDNi5aJs+BUsmHGLMiOIqGSGJm8QRhHEVPYLiRlTtS9gDxsAlRJqtddHtLVQazUwxwBYjfJSH2yLqOy13bzYK/4RErsNwEH1GGj8oFOnZRnLDNPYwin+wULO16TTJZK+wQa/8bYU7bVbdvMWA+5ntXcZpilVITVXFNFJ7MKWmv+KXulddTXJG0KdCGbH8BT1lYPj14SUAAAAAASUVORK5CYII=), this is a big improvement over naive brute force.  This technique can also be adapted to compute intersections in sets of general convex polygons by decomposing them into segments, and then building a secondary point location data structure to handle the case where a polygon is completely contained in another.

Uniformly sized and distributed balls

It is also possible to find all intersections in a collection of balls with constant radii in optimal ![O(n + k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAASBAMAAAAeQxsEAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQoFWWRMUvDQBiGn9ZrY9OmFRxdMqhz7OQiKFI6CZ2cIy4OFoJ0ES2Ig3Mn3aSri0b8A52dAvoDMglVyOji4pe7mhwYuO997r03Xz4usHjc8I8srVp8bHGB9aBAkhItOsy52u2FuFZW6YS6FxnKcm7gFi/Wri6ewWuRZVkPcrRNw5i6LgJrsvEimq+ie5z8CzgTsaoBXq5bjGFjtB/omOlQS0YfqITKQMw5BzgvP6xYgU4/+sJNOfKhuSqBetvXXbNsnmViVjYlLYHnKdRmPEIrXkrEk8l0fepFoAa0fLiM8iHPaVzEZeDNvQrzIdUE9xs6sMOpuXvT4c5Nd/GmMF7vymvtmE+8ft5g8YkJ76G+KO2hfKN5rZU4LDEt0SL9s8z+zLILrPsFosKSC5KhfwHmSjW8cA5ycwAAAABJRU5ErkJggg==) time, assuming that the number of balls any single ball intersects is at most ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwklEQVQYGU2PvQ7BUBTHf6SIVhm8QBN2dLIaOjY8QrEYRWLTxGSuxWwxWJp6A7NJLBILqxcwO/f2Dj3J/X/dk3PPBVN2pISnIK+5phy1vEMKlUhM2Q8i7D6nN1Qlr+3ggJvBWG63cBY5pC5GBU+cm9CIhQk6uInIAbEJQkoTkV9CE6RMPXDaheBylNevagc9NKAhHZtlYaiVYP+gJR09OS+Iu76IZsZ6/9CLiZOyPE1qdVMfzfpzebLSNMuNQitS6PEH+YQjyumn46QAAAAASUVORK5CYII=).  The key to this idea is to use a grid, or hash table to detect collisions. This process is both simple to implement and has robust performance, and so it is used in many simulations and video games.

Axis aligned boxes

Finally, it is possible to detect all intersections in a collection of axis aligned boxes in ![O(n \log^d(n) + k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHQAAAATBAMAAACzRTT2AAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB8klEQVQ4EX2SO0gcURSGf2fnkdlx1jyI9cXRfmKVRjCPTbAwWUiRSrhqYxFhCYFEEnEr663sApsuaZYJaVJuF7BaQlBImi1stFgsxCJpPOe+ZsKCU9xzzvef/565lwtc8/nda8RSqssyt1k4gsHCIhcrZNPARDoVnoDBVi21Chkaulf+5OZzCYODyoa6URFvsSlRz401ctbkPHY41Fv4umllBDCJ9oEDpMWE1Rt+L3FHyaluuiEodoAvZLqPWEPaqWuzmsjaDh8raqxTPOcYySGFB9iyBrLWHufYXpj/82up53BWte5wkSHlKfewCyy8eZSrqWe00d+kK0lweJUKwExdi55JrGKqReiUkujbP9xkazjATO8HZrnX4T5X1nrxtlGgj3UBJHeoJ2wIPmfU9c7RaP3UZ3aYrePx6XhM7bgtaenjaw8IBpRguqgNnfVhVpBc4iZXZmr94iXlTUwL4EObr2kH8fuCpkYDxMs5d6LE1WtK888hXxM98folMAMs4ZVHUwc4wR6OtNXh36rW1xS3+/Q2iOzOLxKmc58hfQq8u1sEcy18uvWRmx3ucGV+OEb6RD0JxeALHc0aHSXbLcot5mdHX6BWtRjC+UgBu3gCPlstDqRVbKyQ15bpmM29UInBG/+rVFWILydUBgaLCVHgCoN8cyOS0ZI3AAAAAElFTkSuQmCC) time, though we will postpone talking about this until next time.

General objects and bounding volumes

For general objects, no algorithms with running time substantially faster than ![O(n^2 + k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAASBAMAAAD/KA5VAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABU0lEQVQoFVVRv0vDQBT+kl4Skzat4KhDEHWOnVyEipSCIHRyjrg4WAjSRbQgDs6ZdJOsLpri6qCrU8D+AZmEKmR0cfHlXZofB3ffj/fl8XIH5MvymKzPFkaOakWfMDd6SlQxiepuqWOmIjb90mN2lJ1qt+/ByuPRKxeEPB8IRrSNW+AOdsQu8M1oS3VDsET7kao7MKWJRsgkz6ySsH00Pwj3cMol4MDgeWTGCMhVXdgZbmMCbI73XWPtncMyo8XjL4gYypDMOQ5hvPxhmQN0yExn4P/ASnDsAM0Vyuhth3tTIk3naUq+skWCMtMQ0N7wBLSiRkweL9nnue8DYoiWA1z52cwXMC+jWubTuvaymUUA6xfoALs4Kx5H9rm3kh7sEJhsdOnjdkS3Zw/yNvnMAWYe36G0hbMoM2qlGpU0KWmd8ZtK67xeKZTuFBTCK3mV0W/8AyW/PZW7LCNRAAAAAElFTkSuQmCC) are known.  However, we can in practice still get a big speed up by using a simpler broad phase collision test to filter out intersections.  The main idea is to cover each object, ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAALBAMAAABbgmoVAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATElEQVQIHWNgYFB2Nk1gYGAtYOhUYGDgamDgZmBgYGxg4AFSvI+BQkBgJRkApvkfMDAwNTBwTGBg4G8AaWHgcmDobmBgYA52tmBgAABzOgoiSWyFogAAAABJRU5ErkJggg==), with some simpler shape ![S' \supseteq S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAQBAMAAACigOGCAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAzklEQVQYGWNgAAMOCIVJHsQUYmBQdjZN+A6UyN692wgiz2RiHMbAwFrA0KnwCCIS/wFMhzNwTGJg4Gpg4Ga6AJFgOA+mVzAwbGBgYGxg4GE+AJVgVwAxJBgYDjAw8D5WYOABcUGAJwFE3oPYZSUZAOKBAasBiGJeOBXM438ApkAEM1TNPwYGpgYGjglwiV4QS4OBoZOBgb8B5GAoYL0EYvxgYAgHutaBobsBLA704H4wYwkDxw6gqcHOFmAugjA1MW5A8PCw0suBAI88VAoAMi0ln46VsQcAAAAASUVORK5CYII=) called a [bounding volume](https://en.wikipedia.org/wiki/Bounding_volume).  If a pair of bounding volumes do not intersect, then the shapes which they are covering can not intersect either.  In this way, bounding volumes can be used to prune down the set of collision tests which must be performed.

In practice, the most common choice for a bounding volume is either a box or a sphere.  The reason for this is that boxes and spheres support efficient broad phase intersection tests, and so they are relatively cheap.

Spheres tend to be more useful if all of the shapes are more or less the same size, but computing tight bounding spheres is slightly more expensive.  For example, if the objects being intersected consist of uniformly subdivided triangle meshes, then spheres can be a good choice of bounding volume.  However, spheres do have some weakness.  Because testing sphere intersection requires multiplication, it is harder to do it exactly than it is for boxes.  Additionally, for spheres of highly variable sizes it is harder to detect intersections efficiently.

Computing intersections in boxes on the other hand tends to be much cheaper, and it is simpler to exactly detect if a pair of boxes intersect.  Also for many shapes boxes tend to give better approximations than spheres, since they can have skewed aspect ratios.  Finally, broad phase box intersection has theoretically more robust performance than sphere intersection for highly variable box sizes.  Perhaps based on these observations, it seems that most modern high performance physics engines and intersection codes have converged on axis-aligned boxes as the preferred primitive for broad phase collision detection.  (See for example, [Bullet](http://bulletphysics.org/wordpress/), [Box2D](http://box2d.org/))

Bipartite vs complete

It is sometimes useful to separate objects for collision detection into different groups.  For example if we are intersecting water-tight meshes, it is useless to test for self intersections.  Or as another example, in a shooter game we only need to test the player’s bullets against all enemies.  These are both examples of **bipartite collision detection.**In bipartite collision detection, we have two groups of objects (conventionally colored red and blue), and the goal is to report all pairs of red and blue objects which intersect.

Range searching and more references

There is a large body of literature on intersection detection and the related problems of range searching.  Agarwal and Erickson give an excellent survey of these results in the following paper,

P.K. Agarwal, J. Erickson. (1997) “[Geometric range searching and its relatives](http://web.engr.illinois.edu/~jeffe/pubs/pdf/survey-tr.pdf)“

Next time

[In the next article](https://0fps.net/2015/01/18/collision-detection-part-2/), we will look at broad phase collision detection in more depth, focusing on boxes as a basic primitive.